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Concerns about public education, spe-
cifically in the area of teaching liter-

acy, are growing. The Los Angeles Times
recently reported that up to 60% of local
children may fail their third-grade reading
proficiency test. Millions of American stu-
dents who are not learning disabled but
enter school with weak English skills are
not learning to read and are ending up in
special education classes with lowered ex-
pectations and dim prospects. It is not
surprising that language learning disabil-
ities are emerging as one of the greatest
social issues of our times. A recent briefing
on learning disabilities for the Congres-
sional Biomedical Research Caucus* in-
cluded the following statistics: It costs
public schools twice as much to provide
special education services to a child. De-
spite these extra services, twice as many
students with learning disabilities drop out
of high school. This leads to lower em-
ployment rates and higher adjudication
rates (85% of juvenile delinquents are
learning disabled as are 60% of prison
inmates). It is noteworthy that 75–80% of
students classified as learning disabled
have their basic deficits in oral and written
language (1).

Finding out ‘‘why Johnny can’t read,’’ in
addition to being of increasing social con-
cern, has become a focus of scientific
research. Although initially the domain of
educational research, more recently a
growing interest in the neurobiological
basis of higher cortical functions, espe-
cially language and reading (and the sen-
sory, perceptual, and cognitive systems
that subserve these functions), has cap-
tured the attention of neuroscientists.

The majority of scientific studies of read-
ing have focused on developmental reading
deficits of unknown origin (dyslexia). Early
research studies focused mostly on the visual
(orthographic) components of reading.
However, in this issue of PNAS Talcott et al.
(2) point out that learning to read a lan-
guage depends on acquiring an understand-
ing of both its spoken properties (phonolo-
gy) and its written form (orthography). In
alphabetic languages such as English,
printed characters (graphemes) correspond
to phonemes, the smallest meaningful unit

of sound that amalgamates to constitute a
word. A large body of research now has
demonstrated that proficiency in phonolog-
ical analysis of words (i.e., decoding words
into their phonetic segments), significantly
differentiates dyslexics from controls (3, 4),
as well as predicts future literacy skills (5).

Although it is widely accepted that dys-
lexia is characterized by both orthographic
and phonological deficits, the precise eti-
ology of these deficits remains the focus of
research. Other central research issues
focus on whether (i) dyslexia constitutes a
distinct disability or rather represents the
disadvantageous end of individual differ-
ences within a normal distribution, (ii)
phonological deficits related to reading
failure are speech specific or derive from
more basic auditory processing deficits,
(iii) dyslexia is a deficit specific to written
language or rather the manifestation of a
more pervasive delay in language devel-
opment, and (iv) dyslexia results from
genetic, neurological, social, andyor edu-
cational causes.

A considerable body of research on indi-
viduals with oral andyor written language
learning impairments (LLI) has shown that,
in addition to their weak language and lit-
eracy skills, they are less sensitive to dy-
namic (brief, rapidly changing) sensory
stimuli, both in the auditory and visual
modality (6, 7). Deficits in detecting rapidly
presented or rapidly changing acoustic stim-
uli have been hypothesized to play a direct
role in phonological development and dis-
orders. Specifically, many of the acoustic
temporospectral changes that are critical for
identifying and discriminating phonemic
segments within speech occur within tens of
milliseconds, requiring a rate of acoustic
processing that has been shown to be im-
paired in many individuals with LLI (8).
However, the extent to which nonverbal
acoustic processing rate constraints are re-
lated directly to subsequent oral andyor
written language development and disor-
ders has been hotly debated in the scientific
literature, specifically by scientists who sup-
port a modular theory of language specific-
ity in the brain (9, 10).

The majority of data supporting lan-
guage modularity, however, derive from

studies with older children or adults, after
they already have developed (or failed to
develop) language learning skills nor-
mally. Thus, they may miss underlying
developmental mechanisms that exerted
significant effects on the calibration of
sensory neural maps, as well as the learn-
ing progression for developing phonolog-
ical categorization and representation.
However, recent studies with infants born
into families that already have one or
more relatives with LLI offer a unique
opportunity to observe the processes in-
f luencing language, prospectively, as it
develops. These studies are consistent in
showing that, within the first weeks of life,
infants with a positive family history for
LLI, process temporospectral changes
within both nonverbal and verbal acoustic
stimuli significantly more slowly than fam-
ily history-negative infants (11, 12). Fur-
thermore, an infant’s nonverbal auditory
temporal processing threshold signifi-
cantly predicts subsequent receptive and
expressive language development, with in-
fants demonstrating the slowest process-
ing rates being most likely to be slower in
language development (12, 13). As can be
seen in Fig. 1, not only does nonverbal
acoustic processing rate predict rate of
language development in family history-
positive infants, it is equally robust as a
predictor of language development in in-
fants with no risk factors.† Taken together,
these studies demonstrate population-
wide that individual differences along a
dimension of dynamic acoustic processing
sensitivity, specifically within the time
range that is critical for speech perception,
affects the course of language learning
beginning in early infancy.

In this issue of PNAS Talcott et al. (2)
extend these findings to the domain of
written language. They investigate the hy-
pothesis that sensitivity to dynamic visual

See companion article on page 2952.
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and auditory stimuli, both of which pre-
viously have been shown to be impaired in
individuals with LLI (6, 7), also influence
the development of literacy skills in nor-
mal readers. Specifically, they hypothesize
that sensitivity to dynamic auditory stimuli
will significantly covary with phonological
decoding abilities, whereas sensitivity to
dynamic visual stimuli will covary with
orthographic abilities, across the full
range of reading development.

Inspection of Talcott et al.’s results (2)
shows that sensitivity to nonverbal dy-
namic frequency-modulated acoustic
stimuli, specifically those that are modu-
lated at rates important for speech per-
ception (2 Hz), was as significantly corre-
lated with literacy measures (reading,
spelling, and phonological decoding) as
these literacy measure were correlated
with each other. Sensitivity to dynamic
visual stimuli (coherent motion) was sig-
nificantly correlated primarily with mea-
sures reflecting orthographic aspects of
single-word reading and spelling. These
results demonstrate for the first time that
sensitivity to dynamic visual and auditory
stimuli vary along a continuum, with in-
dividual differences being highly corre-
lated with the development of literacy
skills.

Physiological and neuroimaging data
from dyslexics provide converging evi-
dence supporting a neurobiological sub-
strate linking dynamic sensory processing

mechanisms with mechanisms subserving
language and literacy skills (14–16). Post-
mortem analysis of dyslexic brains has
revealed neocortical malformations, aber-
rant left-right asymmetries in temporal

speech regions, and significant differences
in cell size in thalamic sensory nuclei
(17–20). These findings have given rise to
a hypothesis that the magnocellular divi-
sions of the thalamus are selectively im-
paired in dyslexics, which may result in the
disruption of thalamocortical transmis-
sion. As magno (large) cells putatively
transmit information more quickly than
parvo (small) cells, these anatomical find-
ings have been interpreted to be the neu-
robiological substrate for the dynamic sen-
sory processing deficits (also referred to as
temporal or rate processing deficits) that
have been shown to characterize many
individuals with LLI.

Postmortem electron microscopy stud-
ies of the language areas of normal brains
have shown that axons of the left posterior
superior temporal lobe are more thickly
myelinated (21). As axons with thicker
myelin sheaths conduct faster and require
greater volume, these results support pre-
vious behavioral studies that suggest that
left hemisphere dominance for rapid sen-
sory signal processing may underlie func-
tional asymmetry for language in the left
hemisphere (22).

These hypotheses are now amenable to
investigation in vivo by using neuroimag-
ing procedures in humans. The micro-
structural integrity of white matter in
adults, with or without a history of devel-
opmental reading problems, recently was
investigated by using diffusion tensor
magnetic resonance imaging. White mat-
ter diffusion anisotropy in the temporo-
parietal region of the left hemisphere was

Fig. 1. Language comprehension percentile (preschool language scale-3) for matched groups [family
history positive (HX1) and family history negative (HX2)] at 24 months, as a function of D prime
(difference between hit and false alarm rates) at 6 months, in a psychophysical task assessing discrimina-
tion of two 75-ms duration complex tones separated by an interstimulus-interval of 70 ms. Poor discrim-
ination is represented by D primes below 0.9. Figure used with permission from A. A. Benasich.†

Fig. 2. Pretraining and posttraining frequency histograms using Z scores (test of auditory comprehension
of language-revised) superimposed onto shaded bell curves representing normal distribution of scores for
this test. Z scores of 21 equal 1 SD below mean, 11 equals 1 SD above mean. Number of cases scoring in
each Z score bin is plotted before and after 4–8 weeks of FastForWord training. The number of children
performing at or above the median improved significantly from 11% pretraining to 39% posttraining (F 5
26.3, P , 0.0001). Figure used with permission of Miller et al. (Miller, S. L., DeVivo, K., LaRossa, K., Pycha,
A., Peterson, B. E., Tallal, P., Merzenich, M. M. & Jenkins, W. M., Society for Neuroscience Meeting,
November 7–12, 1998, Los Angeles, CA).
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found to be significantly correlated with
reading scores for both reading impaired
and control readers (23). These findings
demonstrate for the first time a consistent
structural correlate of reading skills in
normal as well as impaired readers. Sev-
eral histological characteristics could af-
fect the anisotropy of white matter includ-
ing number of axons, thickness of axons or
the amount, and integrity of myelin. Intact
myelination is important for rapid con-
duction of axon potentials, and thus the
integrity of myelination is important for
accurate coding and transmission of rap-
idly changing, dynamic stimuli. The find-
ing of significant correlations between
white diffusion anisotropy in the temporo-
parietal region of the left hemisphere and
reading, across the range of normal as well
as abnormal readers is consistent with the
behavioral data reported by Talcott et al.
(2). These data provide a plausible neu-
robiological substrate for linking individ-
ual behavioral and anatomical differences
pertaining to both left hemisphere spe-
cialization for dynamic sensory processing
and the development of language and
literacy skills.

These studies support the hypothesis
that reading disorders (including develop-
mental dyslexia) lie at the disadvanta-
geous end of a normal distribution, related
to a common neurobiological substrate,
rather than representing a discrete syn-
drome. Furthermore, similar sensory pro-
cessing mechanisms appear to play an
important role in the development of both
oral and written language. Learning to
read a language is constrained by the oral
language skills an individual has devel-
oped in that language. Specifically, learn-
ing to read a language depends on acquir-

ing an understanding of both its spoken
properties and its written form. Biological
as well as environmental factors that af-
fect the efficiency of neural processing,
specifically the neural processing of rap-
idly presented or rapidly changing dy-
namic sensory stimuli, appear to signifi-
cantly affect the development of both the
orthographic and phonological compo-
nents of reading and spelling.

Such convergent neurobiological and
behavioral studies also support results
emerging from remediation research with
LLI children (24, 25). Electrophysiologi-
cal studies of sensory fields in the cortex of
primates have shown that the underlying
neural circuitry is altered after specific,
temporally cohesive training regimens,
leading to ‘‘remapping,’’ demonstrating
the dynamic plasticity of the brain (26).
Based on these studies, temporally cohe-
sive training programs (disguised as com-
puter games) were developed for children
with LLI. These remediation studies in-
corporated for the first time explicit dy-
namic auditory training, coupled with lan-
guage training using speech that had been
computer modified to enhance and extend
dynamic changes within the ongoing
acoustic waveform. These studies demon-
strated that explicit training aimed at en-
hancing dynamic auditory sensitivity re-
sults in highly significant improvement in
temporal processing thresholds, speech
discrimination and listening comprehen-
sion (24, 25). In field trials using these new
methods, comparable outcomes have
been found not only for children with LLI,
but also for a broader range of children
who are struggling to learn language (27).
Fig. 2 shows that training with these meth-
ods also resulted in a significant shift

along the normal distribution of language
comprehension scores for ‘‘academically
at risk’’ children.‡

In this issue Talcott et al. (2) demonstrate
that individual differences in dynamic sen-
sory sensitivity is highly correlated with chil-
dren’s individual differences in developing
phonological, orthographic, reading, and
spelling proficiency. The finding that this is
the case for normally developing children, as
well as for those experiencing significant
difficulty developing literacy skills, has
broad implications for developing more ef-
ficacious methods for teaching reading. Ex-
plicit training in dynamic sensory sensitivity,
combined with phonological, orthographic,
and comprehension skill teaching, are likely
to be the most effective method for improv-
ing literacy skills.

If students fall behind in reading profi-
ciency, they will find it difficult to benefit
from all aspects of the curriculum. Poor
readers also will find it difficult to partic-
ipate in an economy requiring increasingly
sophisticated communication skills. There
is a growing public interest in, and increas-
ing demand for, scientific inquiry into the
causes and determinants of reading fail-
ure. Current research has the potential to
significantly improve the efficacy of the
methods chosen to teach our children to
read.

‡Miller, S. L., DeVivo, K., LaRossa, K., Pycha, A., Peterson,
B. E., Tallal, P., Merzenich, M. M. & Jenkins, W. M., Society
for Neuroscience Meeting, November 7–12, 1998, Los An-
geles, CA.
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