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Abstract

When designing a multimodal human—machine interface, the human function allocation must be considered. To reduce the load on the
visual sense, the other sensory channels must be utilized. Here, the authors put forward a HMI which provides unique concepts called
acoustic user interface (AUI).

With an AUI, information can be removed from the visual channel and presented through the auditory channel. The head-related transfer
function is used to create the impression of sounds arriving from any direction, either inside or outside the visual field of view. As well as
reducing the loading on the visual sense, aural ‘images’ can be ‘projected’ coincident with the location of images displayed on the visual
displays, in order to co-ordinate and communicate more effectively multimedia information. © 2002 Elsevier Science B.V. All rights
reserved.
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1. Acoustic user interface
1.1. Voice communication system

Recent advances in speech recognition technology have
made it possible to enrich human computer interaction
(HCI) with voice information. Careful attention must be
paid when implementing voice communication in order to
create a natural dialogue between user and computer (Fig. 1)

Recently, in Japan, it is not unusual to find a voice input
device bundled when purchasing a personal computer (PC).

1.2. 3D sound system

It is true that humans depend on visual sense for 80% of
external information, and it is natural that the visual sense is
most important during on work with display units. However,
making more use of human auditory sense is thought to be
worthwhile for several reasons. In particular, the auditory
sense can receive audible information from any direction.

This means that information can be displayed by 3D
sounds in locations beyond the range of a visual display
(Fig. 2).

A 3D sound system can artificially generate an origin for
a sound in any direction, in comparison with conventional
2D sound systems which can generate localization only in
limited directions (Fig. 3).

The latest advances in computer technology have
improved auditory display capability, and real-time sound
rendering systems are coming into practical use (Fig. 4).
However, despite the advances in technology, little work
has been performed developing the human—machine inter-
face (HMI) design of 3D sounds.

1.3. Acoustic user interface

There have been several studies on the spatial interface.
One of the studies is ‘DynamicSoundscape’ at MIT ([1]),
which presents a browsing environment that provides the
spatial interface for temporal navigation of audio data
taking advantage of human abilities of simultaneous listen-
ing and memory of spatial location.

In contrast, the author, here, puts forward a HMI that
provides a unique concept called acoustic user interface
(AUI). The concepts are as follows (Fig. 5):

1. Compared with the conventional audible interface which
has monaural or stereo localization, information is
displayed effectively by spatially categorized 3D sound
localization.

2. Information is categorized not only spatially, but also
with other characteristics; sound character (timbre) is
used as a metaphor of ‘soundscape’ in daily living. Speci-
fically the AUI provides features called ‘bank counters’.
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Fig. 1. HUME (NTT Communication Science Research Laboratories,
Japan).

Visual display

Fig. 2. Comparison of recognition range.

For example, the user can contact one of the virtual
personnel who are in charge of a service, such as driving
directions.

3. AUI can be used complementarily together with other
human interfaces; visual, haptic, etc. For example, haptic
devices should be integrated for use by visually impaired
people.

When designing a multimodal HMI, the human function

allocation must be considered. To reduce the load on the
visual sense, the other sensory channels must be utilized.
With an AUI, information can be removed from the visual
channel and presented through the auditory channel. The
head-related transfer function (HRTF) is used to create the
impression of sounds arriving from any direction, either
inside or outside the visual field of view. As well as reducing
the loading on the visual sense, aural images can be
projected coincident with the location of images displayed
on the visual displays, in order to co-ordinate and com-
municate more effectively multimedia information.

2. AUI for vehicle information devices
2.1. Why in-vehicle?

When driving a car, or other vehicle, looking at a visual
display can distract and cause traffic accidents. However,
advances in intelligent transport systems (ITS) are bringing
about changes in the interior of the car [2]. And, a lot of
information tools which include visual displays are being
installed to obtain several information, such as car
navigation, traffic information, Email, E-commerce, tele-
communication, or so. The worry is that safety is being
compromised. It may be possible to reduce the risk of
such problems by using AUI and taking advantage of the
human allocation function.

2.2. Evaluation of voice communication

Voice communication is one of the characteristics of the
AUIL A previous study [3] indicates that by applying
conventional voice communication systems, inattentive
driving was not effectively reduced. One of the factors of
this problem was thought to be that the operator was half-
compelled to view the result of speech recognition and

Sound field

Binaural acoustics

Listener

Conventional stereo sounds

Fig. 3. Concept of 3D sounds.
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Fig. 4. Real-time sound rendering system, HURON (Lake Technology Ltd,
Picture: Timelord Ltd, Japan).

messages from the system on the visual display. Thus, the
authors intended to evaluate the underlying factors.

In this section, the authors report on a qualitative
measurement of what kinds of communication error can
occur with a voice communication interface [4,5].

Human—machine interface. Fig. 6 shows the HMI

between a car-driver and a car navigation system with a
voice control function. The elements of each system relate
specifically to each other. We can study the usability of a
product, to evaluate its HMI.

Evaluation methods: the Story Boarding Evaluation
System. The voice communication system in this case was
powered by hierarchically structured software. It is impor-
tant to consider both the flow of the software and the human
behavior—especially the errors—corresponding to the
flow. The Story Boarding Evaluation System developed
by the authors is characterized by multidimensionally
evaluating correlation between the flow of the software
algorithm and human behavior (Fig. 7).

This evaluation system comprises two main subsystems:
the recording system and the evaluation system. The record-
ing system records a multimodal communication across the
HMLI, using digital images and 3D sounds. The multimedia
information, made up of images and 3D sounds, thus
recorded are mapped and evaluated by the evaluation
system.

In a first pass, images and 3D sounds are edited by the
original dual monitoring system. Through this system, both
the flow of information on the navigation monitor and the
behavior of the subjects are recorded.

Visual Display
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Virtual sound

images
Haptic device
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Operator o S
—l_*——- %
N P Sound field
—_ S
"‘:'-'-"al_-.r"’
Fig. 5. Concepts of AUI.
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Fig. 6. Human—machine interface.
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"Operation Mistake" "Speech Timing" In a second pass, the results of the observation are

T - mapped on the Story boarding evaluation sheet, consisting
of a System Section and a User Section. In the System
Section, the flow of information displayed by the navigation
system monitor and the loud speakers is described. In the
User Section, the subject’s behavior—pressing buttons, or
spoken responses—are described. Finally behavior and
communication error patterns are clustered, and the
"Reject” "False Alert" appearance ratios are calculated.

Evaluation of voice communication. Three car navigation
systems were evaluated by the Story Boarding Evaluation
System. Four types of error were identified: ‘Operation
Mistake’ error; ‘Speech timing’ error; ‘Reject’ error; and
‘False Alert’ error were clearly isolated (Fig. 8).

Three types of error-loop mechanisms were evaluated in

Fig. 8. Error types and percentage.
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Fig. 9. Flow chart of the error-loop mechanism.
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Why A? Why C?
/ Because C Because E
Why well? | Because A...
Why D?
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Why B?
Why well? Because B... Because G

Fig. 10. Personal construct models.

depth. We found that one of the loops, triggered by the false
alert, caused a fatal error (Fig. 9).

This serious error-loop suggests that the hierarchical
structure of the software interfaces creates the possibility
for the user to get lost in the task flow because of poor
tabulation of sound information. At this point, natural
language processing is thought to be applicable.
Alternatively, it is proposed that less complex task flows
are used, simplifying the AUIL

2.3. Evaluation of 3D generation of sounds

In addition to voice communication, the 3D presentation
of sounds is an important element of the AUI. Most conven-
tional auditory displays are a subsystem of the visual display
although some of them contain a little spatial information.
However, higher adaptability in sound localization was
identified in a spatial 3D sound field, when compared with
that in a conventional 2D sound field [4]. In addition, the
human auditory sense is able to gather environmental infor-
mation from any direction instead of gazing at one place.

In order to clarify some basic human factors for HMI
design using spatial 3D sound information, the effect on
usability of the number of different sound locations and
timbres was evaluated [6].

The experimental measurements made were performance
on a short-term memory task, a subjective mental workload
evaluation and a protocol. For the mental workload, NASA-
TLX was applied. To obtain the protocol, the evaluation
grid method was applied.

National aeronautics and space administration task load
index (NASA-TLX). NASA-TLX is a subjective workload
assessment tool originally developed by NASA [8].
NASA TLX allows users to perform subjective workload

Table 1
Experimental design

Direction Timbre
1 3
1 A Group B Group
3 C Group D Group
5 E Group F Group

assessments on operators working with various human-
machine systems. NASA-TLX is a multi-dimensional rating
procedure that derives an overall workload score based on a
weighted average of ratings on six subscales. These
subscales are Mental Demands, Physical Demands,
Temporal Demands, Own Performance, Effort, and
Frustration. It can be used to assess workload in various
human—machine environments such as aircraft cockpits;
command, control, and communication (C3) workstations;
supervisory and process control environments; simulations,
and laboratory tests.

The evaluation grid method. The evaluation grid method
was originally developed for architecture and has recently
been applied to ergonomics [7]. In the case of a radio
channel changer, for example, such paired adjectives as
the button size being ‘big—small’ or the feeling the opera-
tion to be ‘smooth—clumsy’ can be connected to form an
image like ‘this channel changer has smooth operating feel-
ings because the buttons are big’. This model of human
cognition is called the construct system.

The evaluation grid method is one of interviewing to
obtain the personal construct systems (Fig. 10). This method
is intended to obtain the mechanisms by which a human
recognizes and structures understanding of the environment
or human relations.

Evaluation. The experiment was designed with several
observations per combination in order to be able to apply
the pair comparison method at the same time as the
evaluation grid method. The factors, the levels and the
experimental conditions are shown in Table 1.

For the single location condition, the speech was binau-
rally recorded with a dummy head microphone from a
source at the same height as, directly in front of and
60 cm distant from the microphone. To obtain the five-
locations condition the speech was recorded as already
explained and additionally from locations at the same height
and distance (60 cm), but offset by 60° to the right and left,
respectively.

To obtain the single timbre condition, the voice of an
adult male was used. For the three-timbres condition, voices
of three adult males were used.

The arrangement of the locations and timbres are shown
in Fig. 11. Displayed stimuli consisted of the names of the
objects belonging to one of three categories; animals,
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Timbre 1
"Animal"

Driver

’ "Flyit"

Timbre 2

Timbre 3
"Country"

Fig. 11. Arrangement of the source and timbre.

vegetables and countries. For example, under the condition
of the D group, each category’s contents were displayed
randomly by three types of timbre and three-directions.
The same voice (timbre) was used for all names in the
same category.

The arrangement of single sound location condition (A
and B group) is very similar to that of conventional
monaural sound display. In general, the loud speaker of
the car navigation systems is installed in the visual monitor,
and in many cases, monaural sound (single direction) is
displayed.

The experimental tasks were part of dual-task

performance to recreate the characteristics of information
cognition in a car-driving environment. The sub-task
was the tracking, with a mouse and cursor, of a car
driving ahead on the video screen of a driving simulator
(Fig. 12).

The main task was the short-term memory test. The test
required the subjects to memorize as many words as
possible from 20 words displayed randomly at 1 s intervals.
A total of four trials were presented at random for each test.
The subjective measurements were recorded after each trial.

Results of the short-term memory test. A two factorial
ANOVA was applied to the scores of the short-term

Fig. 12. Driving simulator.
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Fig. 14. Chart of the interaction (mental workload).

memory test (Fig. 13). As a result, the significant interaction
was found between each factor, F(2,24) = 3.12 p <0.01.
As the result of the analysis of interaction, the simple main
effect of the two-timbres level within the number of direc-
tion factor was significant, F(2,24) = 4.73 p <0.01. The
simple main effect of the number of timbre factor at the
three-directions condition was significant, F(2,24) = 5.27
p <0.05.

A multiple comparison by LSD shows that the significant
difference of the number of the direction factor at the three-
timbres level was found.

At the same time, a significant difference was found

between the number of three-directions and the five-
directions level at the two-timbres condition.

Thus, the three-directions condition was associated with a
significant improvement in performance of short-term
memory. In particular, the condition of three-timbres and
three-directions resulted in the highest performance of
short-term memory.

Results of mental work load. A two factorial ANOV A was
applied to the scores of the mental workload evaluation. The
interaction was found between each factor; the multiple
comparisons were applied (Fig. 14). The three-timbre-levels
at five directions condition, was found to provoke a higher
workload evaluation than the single timbre condition at five
directions. No significant difference was found among other
conditions.

Results using the evaluation grid method. This method
found that with the increase in spatial information the
subjects felt it was easier to memorize. On the other hand,
less spatial information was felt to make it easier to listen.
One of the construct models is shown in Fig. 15. The pair
comparison method was also applied. As a result, the
order of preference of the groups was as
D > A > B > C > F > E. This result is thought to reinforce
the results of the objective evaluation above.

Conclusion. In this study, the authors evaluated an
AUI applied to car-information tools in order to
discover the human factors important for the design of
such an AUI. First, the authors report on a qualitative
measurement of the types of communication error that
can occur with a voice communication interface. Four
types of communication errors and three typical types of
error-loop mechanisms triggered by false alerts were
evaluated.

Secondly, the authors discovered some basic human
factors of HMI design using spatial 3D sound information.
The effect of the number of sound locations and timbres on
usability was evaluated. It was found that for recognizing
audible information while driving a car, to display the sound
information from several different directions contributed
positively to the cognition of sound information and
lowered mental workload. This result indicates that display-
ing spatial 3D sound information is more helpful than the
conventional monaural sound information in designing the
HMI.

Lower
kload (2
Easy to workload (2)
listen (1)
Well (6) Sounds came from 3 Like an actual | | Easy to
directions individually (5) [ | dialogue (2) understand (1)
Easy to

memorize (5)

Interesting (1)

Fig. 15. A construct model (D > A).
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Fig. 16. The priority allocation system by AUIL

3. Future prospects

The authors have been developing an advanced design of
AUL

For example, a priority allocation system which is
displayed by spatially categorized 3D sounds, powered by
an AUI, is under development (Fig. 16).

In the medium- and long-term, continual evaluation and
consideration of concepts will be carried out for the overall
development of the AUL

In the short-term, the authors will apply the AUI to
several fields other than ITS. For example, AUI for public
services will be investigated.

AUI offers the possibility to improve accessibility and
reduce barriers to information. Conventional visual display
terminals with graphical user interfaces offer poor accessi-
bility for visually impaired people. Including AUI in the
interface design would improve the accessibility of the
HCI for visually impaired users.

In addition, the use of voice communication would

reduce the importance of using pointing devices, such as
the mouse, and achieve hands-free interaction. In such a
way, people who have reduced performance in the upper
limbs could enjoy surfing the Internet through an AUL
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