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Abstract. Interactive movies are proposed as a new type of media produced by combining new trends found in
movies, communications, and games. With interactive movies, we are able to build cyberspaces rich to the feeling of
presence by applying computer graphics and 3D observation, and to get the feeling of complete immersion in these
spaces, as if we were actually in them. In addition, it is possible to experience stories through interaction with other
characters in the spaces. We first explain the concept of interactive movies and describe a first prototype system that
we have developed. We then describe the construction of a second system, which we are currently developing, as
well as several improvements in the system.
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1. Introduction

Recently, significant common trends in the worlds of
communications and entertainment have been appear-
ing, such as communications in cyberspaces and en-
tertainment in multiuser virtual worlds. For example,
in the world of communications, many applications for
end user participation have been developed on the Inter-
net. The Internet can be thought of as a huge cyberspace
connecting people from all over the world [1]. In this
cyberspace, people can communicate with others and
are also able to form communities of interest. As an-
other example, in the field of movies, recent movies
have incorporated digital technologies and computer
graphics technologies that are evolving towards a new
generation of movies. Digital and computer graphics
technologies provide us with very life-like worlds not
seen in movies to date; in other words, they give us the
ability to create cyberspaces [2, 3]. In addition, video
games, especially role playing games (RPGs), make it
possible for us to enjoy a story as the main figure in a
cyberspace. One possible explanation for the popular-
ity of RPGs is that the story experiences that we get in

cyberspaces reinforce our natural tendency to engage
in creative story telling [4, 5].

The creation of a new media form, which incorpo-
rates elements from emerging trends in communica-
tions, movies, and games, as mentioned above, is the
current focus of many research programs. As one of
such media, there is a concept of interactive movies. Al-
though there have been many researches and attempts
on interactive movies, still its concept is quite vague and
not ample. In this paper, as one of the many possible
forms, we propose a new type of interactive movies.
Our interactive movies produce cyberspaces rich to
the feeling of presence by the application of computer
graphics, actual photos, and 3D observation, and give
people the feeling as if they were actually in the spaces.
In addition, they make it possible for us to have inter-
actions with characters in the cyberspaces. From this,
it becomes possible for a person to experience a story
by becoming the main figure in a cyberspace.

Based on this viewpoint, we have been conduct-
ing research on interactive movie production by ap-
plying interaction technologies to conventional movie
making techniques. As an initial step in creating this
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new type of movie, we have produced a prototype sys-
tem [6]. By evaluating this system, we have learned that
spontaneous interaction is the key element for subject
participation in narratives. Based on this evaluation,
we are currently developing a second prototype system
with many improvements [7].

In this paper, we explain the basic concept of our
interactive movies having the above possibilities, con-
ditions for system construction, and a concrete system
example. First, in Section 2, the concept of interac-
tive movies is given and a comparison is made with
other types of media. Section 3 examines the conditions
when constructing an interactive movie system. Then,
Section 4 explains the contents of our first prototype
system. Lastly, Section 5 introduces the configuration
of our second prototype system, which is now being
refined by incorporating the described improvements.

2. Positioning of Interactive Movies

2.1. Concept

When we think about story experience in a cyberspace,
we tend to have some fixed image, especially when the
thinking involves video games and virtual theaters in
theme parks, but we do lack knowledge on the means
of existence as examples are limited (i.e., no systematic
explanations). Recently, J.H. Murray discussed this,
and explained the possibility of the emergence of new
tales that exceed the storytelling of past novels [4].
However, her points of argument remain at an abstract
level, and have not led to the proposals of concrete
systems carrying out storytelling in cyberspaces. Con-
sequently, there are different types of approaches such
as approaches based on novels, movies, or games.

To address this, we aim at the construction of a sys-
tem able to give story experiences in cyberspaces, with
movies [8] being the starting point. Our goal is to es-
tablish a position for such movies as a new type of
media incorporating various types of storytelling tech-
niques that have been devised over 100 years since their
birth. There have been many attempts to introduce an
interactive capability into movies. However, in most of
these attempts, as will be described later, the role of
the audience remains as only viewers, not participants.
There is another type of approach where the members
of the audience are not mere viewers of the movie. In-
stead, a person can participate as a hero or heroine by
interacting directly with other characters in the movie
and can therefore experience the story as it proceeds.

As one approach we propose “Interactive Movies” in
this paper (To identify the interactive movies proposed
here from the general concept of interactive movies, we
use the term “Interactive Movies” in this paper when
necessary.)

First, we will give a simple definition of our Interac-
tive Moves. Interactive Movies in practical use should
allow participants to experience stories as main charac-
ters by using an Interactive Movie System. The follow-
ing functions comprise our Interactive Movie System.

(1) A function to create an interactive story where the
ongoing progress and ending change based on par-
ticipant interaction. Such a story is constructed as
a series of scenes.

(2) A function to produce scenes constructed with im-
ages (which are projected or displayed on a screen
or display) and with voices and sounds related to
the images.

(3) A function to produce and control movements of
singular or multiple characters performing roles
other than the main character in a story.

(4) An interactive function to make interaction pos-
sible between participants and other characters or
objects in scenes using natural interfaces such as
voices or gestures.

In [4], an explanation is given that the necessary
characteristics of a story experience system in a cy-
berspace are immersion and interactivity. In our Inter-
active Movies, the following points are characterized
more concretely.

(1) Structure of the cyberspace and the immersion of
the participants in the cyberspace: By integrating
the practical uses of computer graphics and actual
photo images, and moreover, by creating them in
3D, we construct a cyberspace rich to the feeling
of presence and give the participants a feeling of
actually being in the space.

(2) Story experience in the cyberspace involving
interaction: Storytelling can be experienced when
the participants interact with the various characters
in the cyberspace through the use of voices, body
movements, and hand movements.

2.2. Comparison with Other Types of Media

Here, we compare Interactive Movies with other types
of media.
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(1) Communications: By reproducing people at dis-
tant locations and their surrounding environments
with 3D images, research is progressing to en-
able communications rich to the feeling of pres-
ence, somewhat like communicating face-to-face.
A representative example is the presence-inducing
teleconferencing research [9] being carried out at
ATR. This research involves telecommunications
introducing a cyberspace, but does not include con-
cepts of stories, i.e., merely progressing with the
advancement of teleconferencing.

(2) Movies: Movies have come to draw humans into
the world of fiction (i.e., cyberspaces) by power-
ful images and sounds, and by appealing to their
sense of sight and their sense of hearing [4, 8].
In particular, recently, it has become possible to
produce happenings (that are in fact improbable)
as realistic images in the world of fiction by us-
ing the recent computer graphics technologies. The
idea of adding the function of interaction to such
movies has been considered. Some of the early
attempts prepared a number of storytelling situ-
ations and showed one of them to the members
of an audience depending on their demands. Re-
cently, with advances in computer technologies, it
has become possible to change the scenes or sto-
ries of movies in real time. This has led to the idea
of new movie types where an audience can se-
lect one of several story lines or select one of sev-
eral viewpoints based on computer control. Here
the important issue is how to present smooth and
seamless story lines regardless of the choice [10].
In almost all of these attempts the role of the audi-
ence remains as a viewer and not as a participant,
in spite of the fact that there is a unique approach
to introduce cinematic and dramatic techniques
into computer based interactive performances
[11].

(3) Video games: Video games, especially role play-
ing games (RPGs), make it possible to tailor the
world of novels to games. Basic stories are set,
and humans can control the storytelling by ma-
nipulating the main figures in the games. In this
light, video games look as if to be very close to In-
teractive Movies, but interaction is performed by
the pressing of buttons. On the other hand, for In-
teractive Movies natural interaction is introduced
through the usage of voices and gestures of humans
themselves. This natural interaction capability is
the basis for creating immersion.

There is also a big difference between the above
two media from the viewpoint of story construc-
tion. For video games, the intent of most stories is
to get rid of the enemy and to attain the goal. On
the other hand, for Interactive Movies, the story
tries to describe inspired human hearts much like
the main flow of novels and movies [4].

(4) Other types of media: There have been many trials
to create computer characters that can communi-
cate with humans. The most successful example
among them is ELIZA [12], which achieves con-
versation based on typed-in messages. The basic
conversation capability of ELIZA stands on a sim-
ple echo back algorithm and has been successful in
very limited areas such as a conversation between
a patient and a therapist.

Recently, various ongoing research works have been
trying to build cyberspaces, and to create interaction in
these worlds between characters with visitors. This has
included the creation of computer characters [13–17]
able to interact at the performance level and emotional
level of humans, and interactive art [18]. However,
these types of interactions are short-duration events,
and no story is introduced. Another research work
has shown that, by introducing reactive autonomous
computer characters, an audience can play the perfor-
mance in collaboration with computer characters [19].
In the sense that the audience becomes the main char-
acter, this resembles our Interactive Movies. However,
the performance emphasizes the experience of sponta-
neous interactions, and little attention is paid on how to
treat stories and what are the important issues in story
experience.

Interactive Movies, where storytelling is basically
cinematic in nature, aim at proceeding to take an in-
teraction function. Table 1 shows, with [4, 5] as ref-
erence, a detailed comparison of movies and video
games, among the above-mentioned types of media,
and Interactive Movies.

3. Conditions for Creating Interactive Movies

There are several basic elements of Interactive Movies,
as explained in 2.1. Here, we consider very simply
some of the conditions that should be including these
functions.
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Table 1. Comparison of movies, video games, and interactive movies.

Objective Audience/Participant Story Interaction

Movies Allows audience to Observers of story Key factor decidingNone
experience emotional development. quality
satisfaction through
experience of a story.

Video games Allows players to experience Subject of games. Supplementary Button input
aggressove roles. factor

Interactive Allows participants to Subject experiences stories Key factor deciding Voice and gesture
movies experience positive and Difference from movies: quality interactions that are

immersive experiences subjective experience. natural means of human
through participation in story Difference from games: communication.

Mental satisfaction.

3.1. Story Creation

The following types of stories can be considered for
interactive storytelling.

(1) Semi-free storytelling: Semi-free means that the
outlines of the stories are fixed beforehand. How-
ever, some degree of freedom (or some variety in
storytelling) is set midway, and participants can
enjoy the freedom of storytelling with interaction
introduced within their surroundings. Almost all
RPGs at present can be thought of as being of this
type. An advantage of this type is the possibility
of fabricating the storytelling beforehand, with the
know-how amassed in the making of novels and
movies of the past. By doing this, participants can
become totally absorbed into the story world.

(2) Full-free storytelling: Full-free storytelling is
where the story is not decided beforehand, and it
is said to involve ongoing development depending
on the interaction of the participants. In this case,
the production side constructs the world where the
story is to develop, and later, everything is left up
to the free will of the participants. In this method, it
is important to proceed with development by con-
sidering all possibilities, because the actions of the
participants cannot be predicted beforehand. Even
from the “play” side, to be given complete freedom
is not always advantageous in that participants may
not know how to behave. Although full-free sto-
rytelling is the ultimate target of interactive story-
telling, as indicated above, this is very difficult. A
good example of this type of storytelling is the Oz
project [15]. In this project they tried to construct
a simulated world inhabited by fully autonomous
agents and, by interacting with them, people can

participate in the world. Within a limited area they
have succeeded. However, the Oz world is not as
complex as the real world and does not give people
deep experiences.

As we want to let people have deep emotional expe-
riences based on sophisticated stories, we have adopted
semi-free storytelling for our Interactive Movies.

3.2. Character Creation

Reaction patterns of computer graphics characters and
their movement sequences are prepared by a method
that prepares everything beforehand as animation and
a method that automatically makes movements and re-
actions of a certain degree. The ultimate goal is to
make characters be autonomous. Accordingly, research
is quite active on autonomous characters [13, 15–17,
20, 21], but it is fact that we have not yet reached the
point where there is a sufficient amount of autonomy.
Consequently, while animation creation is based on an
animator, an approach is desired able to add autonomy
little by little to such animation.

3.3. Interaction

Communications among humans themselves proceeds
through multi-modal interaction. Accordingly, it is
hoped that not only one type of modality (such as move-
ments or voices) but a number of them such as move-
ments and voices will be used. This conceivably can
lead to the realization of more natural interaction, and
on account of that, the introduction of immersion and
emotions at deep levels.

In addition, the transmitting and receiving of infor-
mation on emotions and sensitivity play an important
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role in our communications [22]. The authors have
therefore come to do research on creating characters
having a function to respond appropriately after rec-
ognizing emotions included in the voices of humans
[14]. What we have learned from exhibitions is that hu-
mans become immersed in their interaction with these
characters by overcoming the barriers of sex, age, and
moreover, language. From this experience, it can be
thought that communications through emotions is an
important element of interactive movies.

4. System Construction of the First
Prototype System

Based on the above considerations, we constructed
a first prototype of an interactive movie system. We
explain the concrete details of the system below.

4.1. Characteristics

(1) Image expressions with a feeling of presence:
We make our environmental settings rich to the
feeling of presence by projecting 3D images onto
an arch-shaped screen, and aim to draw visitors
into the world of the interactive movie.

(2) Natural interaction: By using speech recognition
and gesture recognition functions, we achieve in-
teraction by the use of voices and gestures deemed
natural by humans. Moreover, the communications
include emotions.

(3) Computer graphics animation for multi-stories:
For interactive stories, there is a need to prepare
large animations because of the complexity of
storytelling. It is possible to avoid problems by
making the computer graphics characters au-
tonomous, but the naturalness of the animations
is lost. Considering all of this, we prioritize the
degree of completion for animations, and take an
approach that prepares all important animations
in advance. In addition, one of the authors, who is
an artist, creates the animations and makes consid-
erations in preparation for character reactions and
movements that are natural and human-like.

4.2. Software Construction

Figure 1 shows the software construction.

(1) Script manager: This part creates concrete inter-
active scenarios from scripts and scenarios made

Figure 1. Software configuration of the Interactive Movie system.

by story writers and controls all parts of the sto-
rytelling of interactive stories. Interactive stories
are expressed with a merging of various scenes
and conditional change figures between the scenes.
In addition, each scene is expressed with a con-
ditional change figure between two various shots
(Fig. 2).

The script manager memorizes these condi-
tional change figures and with the interaction re-
sults sent from the scene manager, controls the
changes between scenes or shots.

(2) Scene manager: The content descriptions of in-
dividual scenes are stored as data in advance. The
scene manager references the description data di-
rected from the script manager and then creates
individual scenes. Figure 3 shows the description
form of scenes. It is constructed from the following

Figure 2. Scene and shot transition diagram.
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Figure 3. Scene data format.

elements.

a) Background scene and background sound, and
their starting times

b) Effect sound and the starting time of its output
c) Animation of the characters and the starting

time. In addition, the lines of the characters and
the starting times of their output

d) Types of interactions between participants and
characters, and the starting times

Background images are constructed from mix-
tures of computer graphics images and actual im-
ages. Following the opening of each scene, the
scene manager sends commands to the image han-
dler and the sound handler, and starts the output of
the background image and the output of the back-
ground sound. The characters are produced from

Figure 4. Time sequence of scene manager processing.

computer graphics. Based on the information in
(c), the scene manager sends a command to the
image handler and starts the animation of the char-
acters at the starting time. In addition, it sends a
command to the sound handler and performs out-
put of the applicable lines at the starting times of
the lines. When multiple characters appear, it per-
forms this processing for each of the characters.
Moreover, at the starting time of the interaction, it
sends a command to the interaction manager and
makes the participants and characters start to inter-
act. When it receives the interaction results from
the interaction manager, it sends the results to the
script manager, and then prepares to create the next
scene. Figure 4 shows the time sequence of the pro-
cessing of the scene manager.

(3) Interaction manager: The interaction manager
exists below the script manager and the scene man-
ager, and controls the interaction in each scene.
Interaction is done based on a speech recognition
function, emotion recognition function, and ges-
ture recognition function. When it receives types
of interactions and starting commands from the
scene manager, it sends commands to the appro-
priate handlers, and makes either the speech recog-
nition function, emotions recognition function, or
gesture recognition function start or makes vari-
ous types of movements start. When it receives the
recognition results, it creates the final interaction
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Figure 5. Time sequence of interaction manager processing.

results by combining the recognition results, and
sends the information to the scene manager. Con-
cerning how many types of recognition results are
combined, because this is deeply related to the
contents of the individual stories, the method is
decided for each story. The concrete method re-
lated to the story in the system is explained in
Section 4.4. Figure 5 shows the time sequence of
the processing of the interaction manager.

(4) Each type of handler: The handlers exist below
the scene manager and the interaction manager,
and have functions to control the various inputs
and outputs. Concretely speaking, we have pre-
pared the following handlers.

a) Speech recognition handler: This handler con-
trols the speech recognition function. Speech
recognition is carried out by software [20] de-
veloped at ATR. It is based on a Hidden Markov
Model (HMM) and has a function for speaker-
independent continuous speech recognition.

b) Emotions recognition handler: This handler
controls the recognition of emotions included in
voices. Emotions recognition is carried out by
software [14] developed by the authors when re-
searching computer characters reacting to emo-
tions. A neural net is used as the basic algorithm
for the emotions recognition. These emotions
include eight types: happiness, anger, surprise,
sadness, disgust, teasing, fear, and normality.
The handler performs the recognition of emo-
tions by a combination of eight types of neural
nets trained for each of the emotions by using

voice data from a number of speakers uttering
100 phoneme-balanced words.

c) Gesture recognition handler: This handler
controls the recognition of body motions. The
recognition of gestures is carried out by soft-
ware called “Pfinder” [23] developed at MIT.
Pfinder extracts silhouettes of characters from
images taken from cameras, and has a function
enabling it to execute processing to extract the
head, both arms, and both legs (i.e., five char-
acteristic points) in real time on an SGI Indy.

d) Image handler: This handler controls the out-
put of images, such as the background and char-
acter animations.

e) Sound handler: This handler controls the out-
put of sounds and voices, such as the back-
ground sound, effect sound, and lines of the
characters.

4.3. Hardware Construction

Figure 6 shows the hardware construction. The
hardware construction consists of an image output
sub-system, voice and emotions recognition sub-
system, gesture recognition sub-system, and sound out-
put sub-system.

(1) Image output sub-system: This sub-system uses
a high-speed workstation (Onyx Infinite Reality)
for computer graphics creation as a workstation
for image output. This workstation accommodates
the script manager, scene manager, interaction
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Figure 6. Hardware configuration of the Interactive Movie system.

manager, and each of the software packages of
the image handler. The images of characters are
stored beforehand as computer graphics anima-
tion data, and computer graphics is created in real
time. Even computer graphics images of back-
grounds are stored as digital data, and background
images are created in real time. A part of each
background image uses actual images, and they
are stored in an externally connected LD. For all of
these (computer graphics of many characters, com-
puter graphics of backgrounds, and actual images
of backgrounds), overlap processing takes place
on a video board of ONYX.

For image creation rich to the feeling of pres-
ence, all computer images are displayed in 3D. In
addition, for the participants to become immersed
in the world of interactive movies surrounded by
images, an arch-type screen is adopted. Before-
hand, two types of image data (i.e., for the left eye
and for the right eye) are created on a workstation,
and while the data is being mixed through the use
of a 3D observation controller, the information is
projected onto the arch-type screen through two
projectors (Fig. 7).

(2) Speech and emotions recognition sub-system:
Speech and emotions recognition are carried out
on one workstation (SUN SS20), on which the
speech recognition handler and emotions recog-
nition handler are also implemented. Voice inputs
from a microphone are A/D converted from the in-
ternal SUN speech board, and speech recognition

and emotions recognition are carried out through
the installed speech recognition software and emo-
tions recognition software.

(3) Gesture recognition sub-system: Gesture recog-
nition is carried out on an SGI Indy, on which
the gesture recognition handler is also imple-
mented.

(4) Sound output sub-system: The sound output sub-
system is constructed through a number of per-
sonal computers. The sounds that have to be out-
put at the same time, are the background sound,
the sound effects, and the lines of the charac-
ters. The effective sound and the lines of the
characters are stored as digital data, and D/A is
carried out when necessary. To support the si-
multaneous output of these sounds, the simulta-
neous D/A of three channels has been made possi-
ble. In addition, the background sound is recorded
beforehand on an external CD, and output con-
trol is performed from a PC. The sounds output
through these multiple channels are mixed and
then output using a computer-controllable mixer
(Yamaha O2R).

4.4. Construction Example of an Interactive Story

We constructed a concrete interactive story on the
above considerations and system construction. As our
concrete story, we adopted a representative old tale of
Japan, i.e., Urashima Taro. The reasons are as follows.



   

Concept and Construction Example of an Interactive Movie System 149

Figure 7. The projectors and the arch screen.

(1) Because it is a story understood by everyone, it is
easy to become immersed in the story.

(2) Because it is an easy story that nevertheless holds
a profound meaning, it is easy to arrange.

(3) It includes content that easily draws the interests
of people (with gorgeousness image-wise, e.g.,
Dragon Palace).

Moreover, for the purpose of emphasizing the en-
tertainment aspect in a cyberspace, we implemented
an arrangement allowing some changes to be made:
the turtle to a rabbit, Princess Oto-hime to a charac-
ter called “MUSE” (goddess of beauty), and Dragon
Palace to MUSE’s Palace. Figure 8 shows the flowchart
for the storytelling.

As Urashima Taro is a simple story, there are
only four turning points where the story line changes
depending on interaction, as given below.

(Turning Point 1) Whether or not to save the rabbit
being tormented by some children.

(Turning Point 2) Whether or not to enjoy the enter-
tainment provided at MUSE’s Palace.

(Turning Point 3) Whether to remain at MUSE’s
Palace or return home.

(Turning Point 4) Whether or not to open the treasure
box.

For each of these turning points, we investigated
by primary testing with what modality was it easy for
the participants to interact, and which movements and
voices were easy to produce, and we classified the ideal
interaction to each turning point.

For example, Turning Point 1 is a scene in which
three young trouble-makers pick on the rabbit; par-
ticipants who feel like stopping the three can easily
produce such voices as “Stop it!”, “Isn’t that cruel?”,
or some other expression. Here, we selected sev-
eral easy-to-produce sentences for both cases of yes
and no. In addition, we made it possible to employ
the emotions recognition results to handle cases in
which sentences not in the dictionary are uttered. De-
cisions are made depending on whether an emotion
recognition result corresponds to a positive or neg-
ative emotion. Figure 9 shows the scene for turning
point 1.

Turning Point 4 is a scene of whether or not to open
the treasure box received from MUSE. When a partic-
ipant extends his/her hand upon deciding to open the
box, this is determined as “yes” (to open the box); when
the participant does nothing, this is determined as “no”
(to not open the box). By displaying the treasure box
in front of the participant in 3D, we induce the feel-
ing of wanting to touch the box by extending the hand.
Figure 10 shows an aspect of interaction for turning
point 4.

Each participant wears liquid crystal shutter glasses
for 3D observation and stands in front of the screen
holding a microphone. While viewing the story dis-
played with images and sounds, he/she experiences
interaction with characters in the movie, and experi-
ences participating in the storytelling. As mentioned
above, the participant interacts by the use of voices
and gestures at the turning points in the storytelling.
Of course, it is possible for the participant to make se-
lections, e.g., whether to remain at the palace or return
home, whether to open the treasure box or not, etc.
Therefore, because of this, the content of the story will
differ from the original.
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Figure 8. Interactive story example.

4.5. Evaluation and Problems

We tested the first prototype system with approxi-
mately 50 people during a half-year period following
the completion of system development. Based on their
comments, we evaluated the system and identified

areas for further research, as summarized below.

(1) Frequency of interaction: Interaction was gen-
erally limited to the “change” points in the
story, so the story progressed linearly along the
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Figure 9. An example of scenes in the Interactive Movie system.

Figure 10. An example of interactions between the Interactive Movie system and a participant.

predetermined course, like a movie except at these
change points. Using fixed story elements, cre-
ated in the same way as for a conventional movie,
was found to be disadvantageous, in that the
participants seemed to end up being spectators
and found it difficult to participate interactively
at those points where interaction was clearly
required. The limited opportunities for interaction
in turn created other drawbacks for the partici-
pants, such as having little to go on to distinguish

their experience in watching a movie, and having
a very limited sense of involvement.

(2) Number of participants: The basic concept of this
first system is a story with just one player acting
the role of hero. This system lacks a multi-user
functionality needed for the story to take place in a
cyberspace, since cyberspaces exist over networks
and require a story to develop from not just one
player but from several players interacting at the
same time.
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5. Description of the Second Prototype System

5.1. Improvements

Based on the evaluation results, the following points
were used to improve the first system as described
below.

(1) Introduction of spontaneous interaction: To in-
crease the frequency of interaction between the
participants and the system, we devised a way for
the participants to interact with movie world res-
idents at any point in time. Basically, these im-
promptu interactions occur between the partici-
pants and characters and generally do not affect
story development. On the other hand, there are
interactions at times that do affect story develop-
ment. Such interactions occur at branch points in
the story, and consequently, they tend to determine
the future development of the story. Therefore, to
achieve spontaneous interaction, the key point is
how to handle these two types of interactions.

(2) System for multiple players: Our initial effort to
develop a system (i.e., second prototype system)
for multiple players has made it possible for two
players to participate in a narrative world in the de-
velopment of a story. The ultimate goal is to create
a multi-player system operating across a network.
The first step in this study was the development of
a prototype multi-player system consisting of two
systems connected by a LAN.

(3) Other improvements:

Emotions recognition: To achieve spontaneous
interaction, the usage of the emotions recog-
nition capability was extended. When the par-
ticipants utter spontaneous utterances, charac-
ters react by using their own utterances and
animations according to the emotion recogni-
tion result.

Motion capture: We introduced a motion capture
system based on magnetic sensors. There are
two major reasons for implementing such a sys-
tem. One is to show avatars as the alter egos
of the participants on the screen, thereby giving
the participants the feeling that they are in fact
active participants in the system. The other is to
improve the recognition of gestures. As the first
system’s gesture recognition, based on images
obtained by a camera, was ineffective due to low

Figure 11. Comparison of interactions between the first system and
the second system.

light, we adopted the use of motion capture data
for gesture recognition.

5.2. Software System Structure

(1) System structure concept: While the first sys-
tem stresses story development, the second system
strives to achieve a good balance between story
development and impromptu interaction by incor-
porating the concept of spontaneous interaction.

Figure 11 schematically illustrates how inter-
action proceeds for both the first system and the
second system. In the first system, the order of all
interactions of a participant and the behaviors of
characters are predetermined. In addition, at most
one interaction is included in one scene. Under
such conditions, it can be understood that the sys-
tem control mechanism is rather simple. Figures 4
and 5 illustrate how the scene manager and the
interaction manager work in the first system.

The difference between the first system and the
second system, as illustrated in Fig. 11, is that in
addition to the predetermined sequence of inter-
actions between the participants and characters,
unpredictable interactions, in other words, spon-
taneous interactions, occur. Therefore, the second
system is required to distinguish predicted and un-
predicted interaction results and to handle the be-
haviors of the characters corresponding to these
two kinds of inputs. Furthermore, to add natu-
ralness to the reactions of the characters, some
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Figure 12. Software configuration of the second system.

fluctuations are added for the response of each
character. These requirements have led to the
building of a distributed control system instead of
a top-down system structure. Figure 12 illustrates
the structure of the software used in the second
system.

(2) Script manager: The role of the script manager
is to control the transitions between scenes, just
as it did with the first system. An interactive story
consists of various kinds of scenes and transitions
between scenes. The function of the script manager
is to control these scene transitions based on an
infinite automaton (Fig. 2). The transition from a
single scene to one of several possible subsequent
scenes is determined based on the interaction result
sent from the scene manager.

(3) Interaction manager: The interaction manager is
the most critical component for achieving sponta-
neous interaction. The interaction manager should
therefore have functions for distinguishing pre-
dicted and unpredicted (spontaneous) interactions
and generating character reactions for spontaneous
interactions. The details of these functions are de-
scribed below.

a) Distinguishing predicted and unpredicted
interactions: It is a difficult issue for the sys-
tem to distinguish whether the speech/gesture
of a participant is a predicted input or unpre-
dicted input by only using speech recognition
technologies. To solve this problem, we have
adopted a method in which both speech recog-
nition and emotion recognition work simulta-
neously. When a reasonable speech recognition
result is obtained, the input is judged as a pre-
dicted interaction and the recognition result is

utilized for generating predetermined behaviors
of the characters. When the speech recognition
function fails to output a reasonable recognition
result, in contrast, this is judged as a sponta-
neous interaction, and then, the emotion recog-
nition result is utilized to generate spontaneous
reactions of the characters (described below).
For gesture recognition, because the usage of
predetermined gesture interactions is restricted,
it is rather easy to distinguish between two kinds
of gesture inputs depending on the scene.

b) Generating character reactions for spontaneous
inputs: The basis of spontaneous interaction is a
structure that allots each character an emotional
state, and the interaction input from the par-
ticipant combines his/her interaction with the
characters to determine the emotional state (as
well as the response to that emotional state)
of each character. Some leeway is given to
how a response is expressed depending on a
character’s personality and circumstances. To
achieve this, we developed an algorithm based
on the concept of the “action selection network”
[22] which sends and receives activation lev-
els among multiple nodes. How the interaction
manager works for spontaneous inputs is out-
lined below.

The state and intensity of a participant’s(i =
1, 2) emotion at timeT is defined as

Ep(i, T), sp(i, T) where sp(i, T) = 0 or 1

(0 indicates no input and 1 indicates an input).

Similarly, the state and intensity of a charac-
ter’s( j = 1, 2 . . .) emotion at timeT is defined
as

Eo( j, T), so( j, T).

The emotional state of characterj is deter-
mined as a function of the emotional states of
the participants and the character:

Eo( j, T + 1)

= f1 (Ep(1, T), Ep(2, T), Eo( j, T)).

When the emotion of participanti is recog-
nized, the activation level sent to characterj is
determined as a function of sp(i, T) and j :

sp(i, j, T) = f2 (sp(i, T), j )

where sp(i, j, T) is the activation level sent to
characterj . The activation level for characterj
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is the total of all activation levels received by
the character:

so( j, T + 1) = sp(1, j, T)+ sp(2, j, T)

+ so( j, T).

A character that exceeds the activation
threshold performs action Ao( j, T)based on an
emotional state. More specifically, this action
involves the character’s movement and speech
as a reaction to the emotional state of the par-
ticipant. At the same time, activation levels
so( j, k, T) (k = 1, 2 . . .) are sent from charac-
ter j to other characters and then its activation
level so (j , T) is set to zero:

if so( j, T) > THi

then Ao( j, T) = f3 (Eo( j, T), j ),

so( j, k, T) = f4 (so( j, T), k)

so(k, T + 1) = sum{so( j, k, T)} + so(k, T).

so( j, T + 1) = 0

This mechanism creates interaction between
characters and enables more diverse interaction
than simple interaction involving a one-to-one
correspondence between emotion recognition
results and character reactions.

c) Other issues:

Time control: A difficult issue in handling
spontaneous interaction is that once we per-
mit this, controlling the time schedule for
the sequence of predetermined interactions
becomes difficult, because the scenario as a
whole is controlled by the scene data han-
dled by the scene manager. As one solution
to this problem, we introduced the concept of
the “relative time counter”. Here, while char-
acters are showing reactions corresponding
to spontaneous interaction, the timer stops
counting. This means that as long as the par-
ticipants continue to enjoy the spontaneous
interaction, the story stops proceeding. By in-
troducing this mechanism, the system can go
to any point between a fully spontaneous in-
teraction system and a fully narratively con-
trolled system.

Reaction collision: There are cases where a
spontaneous input comes in while a charac-
ter is reacting to an expected interaction of

a participant. In this case, a collision occurs
between the expected reaction and the reac-
tion to the unexpected reaction.

We employ two modes in this case: real-time
reaction and delayed reaction. In the case of real-
time reaction, the character puts the reaction on
hold and instead shows the spontaneous reaction.
In the case of delayed reaction, the character con-
tinues its behavior and, after finishing it, starts its
reaction for the spontaneous input.

(4) Scene manager: The scene manager controls the
generation of scenes as well as the progress of the
story in a scene. To control the ongoing progress
of each scene, we define the scene data, which
controls all of the events for each scene. A brief
description of the scene data construction is as
follows.

The scene data consists of the following kinds
of commands and parameters.

***MACRO COMMAND
COMMAND
Parameter

Macro commands control the description of a
scene. The macro commands we have prepared
are given in the following.

***SCENE: command to define the scene number
***TIMER: command to define the maximum

duration time for each scene
***CAMERA: command to define the camera

position for each scene

Commands define and describe the details of
events in each scene. The main commands for the
present system are given.

BGIMG: command to define the background
image

SOUND: command to define the background
music and sound effects

OBJECT: command to define the computer graph-
ics corresponding to various kinds of objects and
characters

MOTION: command to define the motion capture
mechanism

INTERACTION S: command to define the inter-
action based on speech recognition

INTERACTION G: command to define the inter-
action based on gesture recognition
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Figure 13. Time sequence of scene/interaction manager processing (second prototype system).

INTERACTION E: command to define the inter-
action based on emotion recognition

Parameters define various kinds of conditions
for each command. An example of a scene data
description for a spontaneous interaction is as
follows

INTERACTION E

CharacterN Start time Endtime

ParticipantM1 Wait File CG(M1) File speech(M1)

ParticipantM2 Imm. File CG(M2) File Speech(M2)

This means that during the time between the
Start time and Endtime, the character indicated
by N can accept spontaneous inputs from par-
ticipants M1 and M2. When reactions are acti-
vated based on the mechanism mentioned in (3),
the reaction of participant M1 is expressed by
File CG(M1) for animation and Filespeech(M1)
for speech. In addition, the type of reaction is de-
fined by Wait or Imm, for the delayed or immediate
reactions described in (3), respectively.

Figure 13 illustrates how the interaction manager
and scene manager work, and as a result, how the
interaction between the participants and characters
proceeds.

5.3. Hardware System Structure

Figure 14 shows the second system’s hardware struc-
ture, composed of image output, voice and emotion
recognition, gesture recognition, and sound output sub-
systems.

(1) Image output sub-system: Two workstations
(Onyx Infinite Reality and Indigo 2 Impact) capa-
ble of generating computer graphics at high speed
are used to output images. The Onyx workstation
is used to run the script manager, scene manager,
interaction manager, and the entire image output
software.

Character images are pre-stored on the worksta-
tions in the form of computer graphics animation
data in order for the computer graphics to be gen-
erated in real time. Background computer graphics
images are also stored as digital data enabling the
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Figure 14. Hardware configuration of the second system.

background images to be generated in real time.
Some background images are photographic im-
ages of real scenery stored on an external laser
disc. The multiple character computer graphics,
background computer graphics, and background
photographic images are processed simultane-
ously through video boards on both the Onyx and
Indigo 2 workstations.

The computer graphics images are displayed in
3-D to give a more realistic sensation, and a curved
screen is used to envelop the participant with the
images and immerse him or her in the interactive
movie world. The image data for the left eye and
right eye, previously created on the workstations,
are integrated by stereoscopic vision control and
projected onto the curved screen by two projectors.
On the Indigo 2 end, however, the images are out-
put on an ordinary large-screen display without
stereoscopic vision because of processing speed
limitations.

(2) Voice and emotion recognition sub-system: Voice
and emotions are recognized with two other work-
stations (Sun SS20s) which also run the voice and
emotion recognition handlers. Voice inputs via a
microphone are converted from analog to digital
by soundboards built into the Sun workstations,
and the recognition software on the workstations
is used to recognize voices and emotions. For the
recognition of meanings, a speaker-independent
speech recognition algorithm based on an HMM
is adopted [24]. Emotions recognition is achieved
by using a neural-network-based algorithm [14].

Each workstation processes the voice inputs from
one participant.

(3) Gesture recognition sub-system: Gestures are rec-
ognized with two SGI Indy workstations that run
the gesture recognition handler. Each workstation
takes the output from the magnetic sensors at-
tached to a participant and uses that data to con-
trol the avatar of the participant and to recognize
gestures.

(4) Sound output sub-system: The sound output sub-
system uses several personal computers because
of the need to output background music, sound
effects, and speech for each character simultane-
ously. The sound effects and character speech are
stored as digital data that are converted from dig-
ital to analog as needed, and multiple personal
computers are used to enable simultaneous digi-
tal to analog conversion of multiple channels in
order to output these sounds simultaneously. The
background music is stored on an external compact
disc whose output is also controlled by a personal
computer. The multiple-channel sound outputs are
mixed and output with a mixer (Yamaha 02R) that
can be controlled by a computer.

5.4. Example of Interactive Story Production

(1) An interactive story: We produced an interac-
tive story based on the previously described Sec-
ond System. We selected “Romeo and Juliet” by
Shakespeare as the base story for the following
reasons.
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a) There are two main characters in the story and,
because of this, the story supplies a good exam-
ple of multi-person participation.

b) “Romeo and Juliet” is a very well known story,
and people have a strong desire to act out the
role of the hero or heroine. Therefore, it is ex-
pected that people can easily get involved in the
movie world and experience the story.

The main plot of the story is as follows. Af-
ter their tragic suicide the lovers’ souls are sent to
Hades, where they find that they have totally lost
their memory. Then, they start their journey to re-
discover who they are and what their relationship
was. With various kinds of experiences and with
the help and guidance of characters in Hades, they
gradually find themselves again and finally go back
to the real world.

(2) Interaction: There are two participants; one plays
the role of Romeo and the other of Juliet. The
two sub-systems are located in two separate rooms
and connected by a LAN. Each participant stands
in front of the screen of his/her respective sys-
tem wearing specially designed clothes to which
magnetic sensors and microphones are attached.
In the case of Romeo, the participant wears a
3-D LCD-shutter glass and can enjoy 3-D scenes.
Their avatars are on the screen and move accord-
ing to their actions. They can also communicate by
voice. Basically, the system controls the progress
of the story with character animations and char-
acter dialogues. Depending on the voice and ges-
ture reactions of the participants, the story moves
on. Furthermore, as was described before, interac-
tion is possible at any time. When the participants
speak, the characters react according to the emo-
tion recognition results. Consequently, depending
on the frequency of the participants’ interaction,
this system can go anywhere from story-dominant
operation to impromptu interaction-dominant op-
eration. Figure 15 illustrates typical interactions
between the participants and the system. Also
Fig. 16 shows examples of the possible dialogue
sequences and scene changes.

5.5. Considerations

With the second system, researchers at the laborato-
ries and visitors to the laboratories (about 50 people)
were able to gain experience over a period of about
six months since the development of the system. It is

Figure 15. Examples of interaction between a participant and the
system. (a) “Romeo” controls his avatar, (b) “Romeo” tries to touch
an object in a Japanese gift shop.

necessary to do formal evaluation experiments in dif-
ferent ways, but from the impressions of these people
who gained experience we could collect several sug-
gestions concerning the evaluation of the system and
how we will progress with the system in the future.

(1) Comparison with video games: We could dis-
criminate the second system from video games
as follows. The interactive movie system is supe-
rior to video games because of the power through
a large screen and 3D observation. Moreover, its
interaction function, which involves voices and
movements (not button inputs), lead most people
easily into deep engagement into story develop-
ment. On the other side, there were also opinions
stating that a longer story would give people deeper
emotions and immersion.

(2) Comparison with movies: Many participants felt
that it was a new experience to be the main figure
in storytelling, instead of the conventional way of
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Figure 16. Examples of dialogue sequence between participants and the system.

appreciating movies passively. A small part of the
participants remained as passive type participants
and did not actively interact because they were not
used to this new type of experience.

These results showed that further improvements are
required concerning the interaction and the construc-
tion of the story, but they also showed the possibility
of interactive movies as a new type of media.
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6. Conclusion

We have explained Interactive Movies, which can be
thought of as a new type of media combining various
types of media such as communications, movies, video
games, etc. Interactive Movies are a new type of media
that construct cyberspaces rich to the feeling of pres-
ence through computer graphics and 3D observation,
and participants can enter into these cyberspaces to ex-
perience the storytelling while interacting with other
characters.

In this paper, we have proposed our concept of In-
teractive Movies, and along with this, considered their
relationship with past media as well as the conditions
for achieving them. Then, we explained our first proto-
type system. Based on an evaluation of this system, we
identified several problems in the system that needed to
be improved. One was the lack of frequent interactions
and the other was single-person participation. To over-
come these deficiencies, we are developing a second
system. We explained two significant improvements
incorporated into the second system: spontaneous in-
teraction and two-person participation through a net-
work. We described the software and hardware config-
urations of the second system while emphasizing these
improvements. Finally, we illustrated the operation of
our second system with the example of our interactive
production of “Romeo and Juliet”.
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