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In the short time since its introduction, meta-analysis, the statistical
pooling of the results from independent but ‘combinable’
studies, has established itself as an influential branch of clinical
epidemiology and health services research, with hundreds of
meta-analyses published in the medical literature each year.1

This issue of the International Journal of Epidemiology contains
several papers2–9 that address methodological issues in meta-
analytic research, a review article on where we stand with
systematic reviews in observational epidemiology10 and three
meta-analyses of observational studies.11–13 Publication of a
themed issue on meta-analysis by an epidemiological journal
begs several questions: Where does meta-analysis come from?
Does it deserve the attention it is currently getting? And where
should it be going next?

The statistical basis of meta-analysis reaches back to the 17th
century when, in astronomy, intuition and experience sug-
gested that combinations of data might be better than attempts
to select amongst them.14 In the 20th century the distinguished
statistician Karl Pearson (Figure 1), was, in 1904, probably the
first medical researcher using formal techniques to combine data
from different studies when examining the preventive effect of
serum inoculations against enteric fever.15 However, such tech-
niques were not widely used in medicine for many years to come.
In contrast to medicine, the social sciences and in particular
psychology and educational research, demonstrated early inter-
est in the synthesis of research findings. In 1976 the psycho-
logist Gene Glass coined the term ‘meta-analysis’ in a paper
entitled ‘Primary, Secondary and Meta-analysis of Research’.16

Three years later the British physician and epidemiologist
Archie Cochrane drew attention to the fact that people who
want to make informed decisions about health care do not have
ready access to reliable reviews of the available evidence.17

In the 1980s meta-analysis became increasingly popular in
medicine, particularly in the clinical trial fields of cardiovascular
disease, oncology, and perinatal care. In the 1990s the founda-
tion of The Cochrane Collaboration,18 an international network
of health care professionals who prepare and regularly update
systematic reviews (‘Cochrane Reviews’) facilitated the conduct
of meta-analyses in all areas of health care.

The achievements of meta-analysis in the realm of clinical
trial research are impressive. First, meta-analysis helped to
overcome the problem first identified by Pearson, that ‘any of
the groups ... are far too small to allow of any definite opinion
being formed at all, having regard to the size of the probable
error involved’. Although the size of trials published in general

health care journals has been increasing since 1948 (see the
paper by McDonald et al.7 in this issue), many trials fail to
detect, or exclude with certainty, a modest but clinically relev-
ant difference in the effects of two therapies. This means that
the conclusions from several small trials will often be contra-
dictory and confuse those seeking guidance. The meta-analytic
approach may overcome this problem by combining trials
evaluating the same intervention in a number of smaller, but
comparable, trials. Early examples include meta-analyses of
trials of beta-blockers in secondary prevention after myocardial
infarction,19 of a short course of corticosteroids given to women
about to give birth prematurely20 and of adjuvant tamoxifen in
early breast cancer.21 A welcome effect of the surge of system-
atic reviews and meta-analysis, and of evidence-based medicine
in general, is the dismantling of the magnificence and splendour
of the full professor, who was used to argue casually based on
status and opinion, but is now confronted by well-informed
junior members of staff and consumers of health services.

Second, meta-analysis may highlight areas where there is a
lack of adequate evidence and thus identify where further
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Figure 1 Distinguished statistician Karl Pearson is seen as the first
medical researcher to use formal techniques to combine data from
different studies



studies are needed. For example, a period of starvation is com-
mon practice after gastrointestinal surgery, but a recent meta-
analysis22 of randomized controlled trials concluded that
keeping patients ‘nil by mouth’ may do more harm than good,
and that a large trial is required to clarify this issue. About half
of Cochrane reviews and a fifth of meta-analyses published in
medical journals conclude that the evidence is inappropriate
and that a large trial is needed.23 Indeed, as Iain Chalmers
pointed out, systematic reviews of existing trials and registers of
ongoing trials should be seen as prerequisites for scientific and
ethical trial design.24

Third, meta-analyses offer a sounder basis for subgroup
analyses, particularly if they are based on individual participant
data.25 For example, the meta-analysis of individual patient
data from 55 trials of tamoxifen in operable breast cancer
showed that the benefit of tamoxifen was much smaller and
non-significant in women reported to have oestrogen receptor
negative disease.26 Based on these findings, oestrogen receptor
status is now used to inform treatment decisions.

Finally, the realization that the results from meta-analysis are
not always trustworthy27,28 led to research into the numerous
ways in which bias may be introduced, and the development 
of methods to detect the presence of such bias. For example,
several studies have examined the influence of unpublished
trials, trials published in languages other than English, and of
trial quality on the results of meta-analyses of randomized
controlled trials. The authors used a ‘meta-epidemiological’ ap-
proach29 and considered collections of meta-analyses in which
component trials had been classified according to characteristics
such as publication status or study quality, thus ensuring that
the treatment effects are compared only between studies in the
same meta-analysis.30 Figure 2 shows a ‘meta-meta-analysis’ of
these studies which includes the study by Jüni et al. published
in this issue, on language bias.31 Combined results indicate that,
on average, unpublished trials will underestimate treatment
effects by about 10%, trials published in languages other than
English will overestimate effects by the same amount and trials
not indexed in MEDLINE will overestimate effects by about 5%.
Trials with inadequate or unclear concealment of allocation and
trials that are not double blind overestimate treatment effects by
about 30% and 15%, respectively. The quality of trials thus
appears to be a more important source of bias than the reporting
and dissemination of trials. However, as pointed out by Clarke
in his commentary,32 the influence of language bias and other
reporting biases may still be large in meta-analyses based on 
few trials. Also, the size of effects will differ across individual
meta-analyses, perhaps depending on specialty, type of active
and control intervention and trial design.

Considerable progress has also been made in our under-
standing of how best to detect bias, and deal with bias in meta-
analysis, using graphical and statistical methods.33 In this issue
Higgins and Spiegelhalter4 revisit the clinical trials of the effect
of magnesium infusion in myocardial infarction, a well-known
example where bias may explain the discrepancy between
meta-analyses of small trials which showed a clear treatment
effect34 and the subsequent large Fourth International Study 
of Infarct Survival (ISIS-4)35 which showed no effect. Using
Bayesian methods the authors show how scepticism can be
formally incorporated into the analysis and that such an ap-
proach would have led to appropriate caution before the results

of the mega-trial became available. In his commentary,36 Woods
argues that the degree of scepticism required would have been
extreme, considering the laboratory studies which made a
beneficial effect of magnesium biologically plausible. Woods
offers an alternative explanation for the discrepant findings
between ISIS-4 and the smaller trials: myocardial protection by
magnesium is abolished when treatment is delayed until after
reperfusion has occurred, as was the case in ISIS-4, but not the
smaller trials.

This debate must continue, but the magnesium example, and
other meta-analyses that were later contradicted by single large
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Figure 2 Meta-analysis of empirical studies of reporting bias and trial
quality. All studies compared estimates of treatment effects within a
large number of meta-analyses and calculated ratios of effect estimates
for this purpose. A ratio of estimates below 1 indicates that trials with
the characteristic (for example published in a language other than
English) showed a more beneficial treatment effect



trials,37 has certainly demonstrated that the pooling of trials in
meta-analysis may not always be appropriate. It is therefore
important to distinguish between systematic reviews and meta-
analysis: it is always appropriate and desirable to systematically
review a body of data, but it may sometimes be inappropriate,
or even misleading, to statistically pool results from separate
studies.38 Indeed, it is our impression that reviewers often find
it hard to resist the temptation of combining studies when such
meta-analysis is questionable or clearly inappropriate. This
point is particularly pertinent to systematic reviews of observa-
tional studies. A clear distinction should be made between meta-
analysis of randomized controlled trials and meta-analysis of
epidemiological studies: consider a set of trials of high methodo-
logical quality that examined the same intervention in com-
parable patient populations: each trial will provide an unbiased
estimate of the same underlying treatment effect. The variability
that is observed between the trials can confidently be attributed
to random variation and meta-analysis should provide an equally
unbiased estimate of the treatment effect, with an increase in
the precision of this estimate. A fundamentally different situation
arises in the case of epidemiological studies, for example case-
control studies, cross-sectional studies or cohort studies. Due to
the effects of confounding and bias, such observational studies
may produce estimates of associations that deviate from the
true causal effects beyond what can be attributed to chance.
Combining a set of epidemiological studies will thus often pro-
vide spuriously precise, but biased, estimates of associations.39

The thorough consideration of heterogeneity between observa-
tional study results, in particular of possible sources of con-
founding and bias, will generally provide more insights than the
mechanistic calculation of an overall measure of effect. This is
illustrated by the systematic review of epidemiological studies of
homocysteine and the risk of coronary heart disease published
in this issue.11 The association was weak for cohort studies
(combined odds ratio [OR] = 1.06, 95% CI : 0.99–1.13), stronger
for nested case-control studies (OR = 1.23, 95% CI : 1.07–1.41)
and strongest for standard case-control studies (OR = 1.70, 
95% CI : 1.50–1.93), as shown in the Figure in Clarke’s com-
mentary.36 The strength of the association thus varies inversely
with the strength of the study design, which surely must be taken
into account when interpreting these findings.

The importance of different sources of bias will vary across
different areas of epidemiological enquiry. For example, con-
founding and differential measurement error is a serious prob-
lem in studies of exposures that are closely linked to lifestyle,
for example dietary intake of beta-carotene, but may be of con-
siderably less relevance in genetic epidemiology.40 Publication
bias, conversely, may be a particular problem in studies of genetic
factors. For example, several meta-analyses of small case-control
studies found substantial associations between the angiotensin
converting enzyme (ACE) insertion/deletion polymorphism
and the risk of myocardial infarction.41,42 When plotting the
odds ratios from the 19 studies included in Agerholm-Larsen’s43

analysis against their standard error in a ‘funnel plot’, it is clear
that the effect is large in small case-control studies but only
modest in larger studies (Figure 3).43 The name ‘funnel plot’ is
based on the fact that effect estimates from small studies will
scatter more widely at the bottom of the graph, with the spread
narrowing among larger studies. In the absence of bias the plot
will thus resemble a symmetrical inverted funnel. The degree of

asymmetry observed for the ACE gene polymorphism studies,
which includes the studies in Whites published up to 1998, is
unlikely to be due to chance (P = 0.033 by regression test37).
Based on these findings, the results of the large ISIS genetic
study,44 which was based on 4629 myocardial infarction cases
and 5934 controls and published in 2000, are hardly surprising:
the estimated risk ratio was 1.10, with confidence intervals
(1.00–1.21) that exclude the effects seen in the earlier meta-
analyses.41,42

Where now for meta-analysis? In her review article,10

Dickersin takes observational epidemiology to task for being far
behind, and argues that methodological research is urgently
required in this area. We agree, and will continue to be inter-
ested in publishing such research. The International Journal of
Epidemiology will also participate actively in the development of
reporting guidelines for epidemiological studies, similar to the
Consolidated Standard for Reporting Trials (CONSORT).45 Such
guidelines are required to facilitate the assessment of the quality
of epidemiological studies and will be helpful not only to sys-
tematic reviewers and meta-analysts, but also to editors of, and
referees for, epidemiological journals. Dickersin’s analysis of 
the instructions for authors on the preparation of systematic
reviews made us realize that our instructions urgently need
updating, and this process has now started. Finally, Dickersin is
critical of journal editors who do not treat systematic reviews
and meta-analyses as original research, thus depriving those
who specialize in this area from a form of academic reward. We
stress that at the IJE we do consider well-conducted systematic
reviews and meta-analyses as original research and publish
them as such. However, we believe that there continues to be a
place for reviews that express an informed opinion, as Dickersin
does in her review,10 and (we hope) we do in this editorial.
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Figure 3 Funnel plot of 19 case-control studies of angiotensin
converting enzyme (ACE) gene polymorphism in coronary heart
disease (from Agerholm-Larsen et al.43). Odds ratios comparing the
ACE DD genotype with the ID/II genotype are plotted against their
standard error. The open circle and horizontal line shows the point
estimate and 95% CI of the ISIS genetic study (from Keavney et al.44)



2000, which helped identify topical issues in meta-analysis.
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