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Abstract. To understand the nature of driving forces for cultural development, we
must distinguish between a physical and an ideal realm. However, the ontological
status of the ideal realm in relation to the physical realm is heavily debated. We
argue for the necessity and relevance of both realms; both are connected through
the actions of agents based on their mental concepts. The dynamic forces for the
actions of the ideal realm are drivers for cultural development.
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1 Introduction

Cultural development needs actors and agency [1]. But before discussing the cultural
agency’s metaphysical foundation, we must address the mind-body problem (MBP).
We follow Wiener [2] and try to resolve this MBP by claiming a third quality next to
‘matter’ and ‘energy’ called ‘information.’ Wiener clearly distinguished: “information
is information, not matter or energy” [2, p. 132]. It is now the time to acknowledge that
the concept of ‘information’ is a new quality that can not be reduced to energy or matter
[3].

Historically ‘matter’ was the first concept developed and investigated long before we
could understand the concept of ‘energy’ [4].We are now in a similar situation aswe have
been with ‘energy’ centuries ago, to define and understand ‘information.’ The concept
of information is relevant for actors and agencies based on learning and adapting [5,
6]. All living systems are adapting, humans in particular [7]. Following Kahneman [8],
we can separate the human mind into three major building blocks: perception, system-
1 (intuition), and system-2 (reasoning). While perception and intuition operate in the
natural world’s presence, reasoning operates in a representational and symbolic space
[9].

One of the tragedies inmetaphysics is the common categorymistake of confusing the
natural world with symbols from this representational space [10]. So often, we confuse
the map with the territory [11]. For example, in art, a significant part of the work of Rene
Magritte is dedicated to this confusion. “The most important thing to look for in these
paintings is the way Magritte questions our understanding of the relationship between
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objects and images and between words and things. Using the interplay between language
and images, he seeks to shake up our bourgeois acceptance of the status quo, and of the
unquestioning importance ormeaningwe give to everyday objects and events” [10, p. 62,
64]. Or, as Maxwell puts it, “the only real entities are the good old familiar ones which
we sense directly every day” [12, p. 27].

However, many modern disciplines are entirely dependent on abstract concepts.
Consequently, these disciplines treat all those abstract concepts as ontological essentials.
For example, in information and data science, the concepts of information, knowledge,
and data are unavoidable [13]. In law and jurisdiction, the abstract concept of a juridical
person is used [14]. And physics is full of not observables [4]. Lastly, philosophy and
mathematics are entirely based on representational language and symbols, while most
other disciplines also include some practices in dealingwith perceivable physical entities
(i.e., objects and subjects). Hence, we must distinguish between a physical and an ideal
realm (see Fig. 1). Although most people have no problem capturing the physical realm
as real (based on matter and energy), we must accept that the ideal realm is as real as
the physical one. The physical realm we can experience directly through our perception,
but the ideal realm we can get in touch with through apperception [15]. People do
not get information only through their senses; human mental representations entail non-
perceivable concepts. People can think about tomorrow, but they cannot perceive it. They
cannot directly perceive entities like infinity, eternity, possibility, redness, or thoughts
of Allah either. Yet, they can experience them and construct non-perceivable content in
their mental representations. Such information contents cannot be represented in human
sensory-neural surfaces such as the retina. Thus, it makes sense to assume that mental
concepts of abstract entities are apperceived rather than perceived.

Fig. 1. The semiotic triangles for the physical (l) and the ideal realm (r) [16].

The ideal realm is the space for all abstract entities, like information. Nowadays,
we cannot deny that information is as real and important as anything from the physical
realm [17]. It is generally acknowledged that we live in the “information age.” However,
the ideal realm is only linked to the physical realm through the agency and action of a
learning system.

Theleffsen, Theleffsen, and Sorensen [18] argue that understanding information as
objective or subjective discursive leads to objective reductionism and signal processing,
which has severe difficulties explaining how information could become meaningful.
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Conversely, information is understood only relative to personal discursive intentions,
agendas, etc. To overcome the limitations of defining information as either objective or
subjective discursive, a semiotic analysis shows that information, understood as signs, is
consistently sensitive to objective and subjective discursive characteristics of information
(see Fig. 1). They argued that information should be defined with ontological conditions
and inevitable epistemological consequences.

Meaning is the most critical problem in cognitive psychology because it controls
memory and perception [19]. Moreover, meaning is the goal of communication and
underlies social activities and culture. Harnad [20] described the symbol grounding
problem: How can a formal symbol system’s semantics be intrinsic to such a system
rather than just parasitic on our mental concepts? To understand the new quality of
the idea of meaningful information, we introduce the first-, second-, and third-person
view [21]. Although the third-person view is the standard view in science, we also
need the first-person view to understand ourselves as actors in the natural world. Our
representational space of ideas and symbolic thoughts is the central mechanism for
voluntary actions to reach into the world of the physical realm [22]. This teleological
dimension [23] allows us – and any other symbolically controlled actors, too - to become
drivers for cultural development.

2 The Mind-Body Problem (MBP)

For a long time, theMBPwas and still is the subject of an intensive metaphysical debate.
One of the main reasons why theMBP is still unresolved lies probably in the insufficient
understanding of adequate metaphysical concepts to capture our world.

Bunge [24] examines the MBP from a psychobiological perspective. He intends to
show that the idea of a separate mental entity is not only unwarranted by the available
data and the existing psychological models but collides directly with the most funda-
mental concepts of all modern science. Bunge abandons ordinary language in favor of
the state space language, which is mathematically precise and shared by science and
philosophy. He overviews the MBP and its leading proposed solutions, classified into
(1) psychophysical monism and (2) psychophysical dualism. Ten different theories of
the MBP are analyzed, along with three main varieties of materialism concerning the
problem: eliminative, reductive (or leveling), and emergentist. Finally, he turns to the
notion of a concrete or material system based on the assumption that behavior is an exter-
nal manifestation of neural processes and explores the specific functions of the central
nervous system. In this respect, Bunge can be seen as a reductionistic materialist. Stoerig
[25] added the trialism theories, like the three-world concept of Popper and Eccles [26].
Popper and Eccles tried to avoid a pure reductionistic outcome with this three-world
approach. They call the collection of all physical objects world-1, all possible mental
concepts world-2, and all likely abstract entities as outcomes from thought processes
world-3 (see Fig. 1).
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3 Ontological Foundations

We follow a foundational approach [27]. Intelligent technologies are based on infor-
mation and its processing [28]. Pure mechanical systems are determined, and they can
hardly say to have any intelligence though theymake sense as technical systems. One can
expect a new technology revolution related to intelligent information systems because
information and its processing open new possibilities for creating new kinds of technolo-
gies [e.g., ChatGPT is a variant of the Generative Pre-trained Transformer 3 ‘GPT-3’
[29, 30]. These technologies can be multipurpose, and they can control their own actions
in task-relevant situations. This capacity is unique in the history of technology design
and innovation [31].

Before our times’ technical artifacts had been renovated and innovated by means of
finding a new solution based either on matter or energy [32]; stone and copper axes are
examples of matter-grounded innovations wind, electricity, or nuclear power exemplify
energy-based innovations [33]. Both means of advancing technologies are still relevant,
but information makes creating new kinds of technologies possible. Because informa-
tion is neither matter nor energy [32], innovations are based on renewing information
processing in technical artifacts by making new utilizations possible for these technolo-
gies. Artificial Intelligence and other intelligent technologies are built on information.
Davies and Gregersen [34, p. 3] find the “conceptual hierarchy: information → laws of
physics → matter.”

Information has referred initially to a picture or representation [35]. Much of the
recent discourse has been devoted to measuring the amount of information and complex-
ity [5, 36]. Paradoxically, this influential theory which underlies, for example, capacity-
oriented cognitive psychology, does not discuss information contents and meaning at
all; thus, it sets the contents of information outside the discussion [37–39]. Nevertheless,
information refers to something, and thus it alsomeans something [40]. Themeaning can
be called information contents and mind mental contents [41–45]. “Mental information
includes the key quality of semantics; that is, human beings derive an understanding of
their world from sense data and can communicate meaning to each other. The question
here is what can and what cannot be explained merely by digital information, which is
formulated in terms of bits without regard to meaning” [34, p. 4].

Pawlowski et al. [46] go a step further and discuss the idea of ‘information causality’
as a fundamental law in nature. “We suggest that information causality—a generalization
of the no-signalling condition— might be one of the foundational properties of nature.”
[46, p. 1101].

4 Determination Through Action

According to Rauterberg [22], there is a fundamental and still largely unsolved problem
in recognizing and naming unknown patterns in the totality of our perception. The
perception of meaningful units in the visual world depends on complex operations that
are not consciously accessible and can only be proven indirectly [47, 48]. This may be
based on the still unsolved problem of universals: Do universals (in the sense of objective
concepts) even have an independent existence outside of the mind of a cognitive and
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perceiving subject? If there is such a thing as universals – they do not exist as static
entities (e.g., concepts) but as dynamic processes (e.g., actions).

From the abundance of differentiation possibilities that are made available by reality,
those differences that are considered to be necessary for the constitution are defined by
the determination process. The determination process is to be understood as a broad
category of any cognitive system’s actions. According to Neisser [49], the relationship
between percipience and taking action is an irreversible, cyclical process: the exploration
of perception as an action selects the relevant aspects from the quantity of all poten-
tially available differentiation criteria, which in turn changes the individual knowledge
structure of existing interpretation schemata and invariants.

As we have already argued before, symbols should be grounded. But we insist that
they should be grounded in subsymbolic activities and the interaction between the agent
and the world [48, 50]. The point is that concepts are not formed in isolation (from
the world), in abstraction, or “objectively.” Instead, they are created concerning the
experience of agents, through their perceptual and motor apparatuses, in their world and
linked to their goals and actions. A famous example is the French revolution [51], but
any [scientific] discovery would cout as well [52], where actions based on ideals turned
into fundamental changes in reality. Sun [53] takes a detailed look at this relatively old
issue with a new perspective, supported by his work on computational cognitive model
development.

In thework ofOlier, Barakova [54], the problems of knowledge acquisition and infor-
mation processing are explored concerning the definitions of concepts and conceptual
processing and their implications for artificial agents. The discussion focuses on views of
cognition as a dynamic property in which the world is actively represented in grounded
mental states which only have meaning in the action context. Reasoning is an emerging
property consequence of actions-environment couplings achieved through experience
and concepts as situated and dynamic phenomena enabling behaviors. Re-framing con-
cepts’ characteristics is crucial to overcoming settled beliefs and reinterpreting new
understandings of artificial systems.

Olier, Barakova [54] found support for grounded and embodied cognition views,
describing concepts as dynamic, flexible, context-dependent, and distributedly coded.
They argue to contrast with many technical implementations assuming concepts as cat-
egories while explaining limitations when grounding amodal symbols or unifying learn-
ing, perception, and reasoning. The characteristics of mental concepts are linked to
methods of active inference, self-organization, and deep learning to address challenges
posed and to reinterpret emerging techniques. In addition, an architecture based on deep
generative models is presented to illustrate the arguments elaborated. This new archi-
tecture is evaluated in a navigation task, showing that good representations are created
regarding situated behaviors with no semantics imposed on data beforehand. Moreover,
adequate behaviors are achieved through a dynamic integration of perception and action
in a single symbolic domain and process.
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5 Conclusions

Living in an information age means taking abstract entities (e.g., information, knowl-
edge, etc.) as real as any other physical object that can be experienced directly through
our perception. However, these abstract entities need a physical carrier to unfold their rel-
evance in the physical realm. These carriers are passive (e.g., written text, etc.) or active
(e.g., mental concepts of agents). Any learning and adapting system can become those
agents to link the ideal realm with the physical realm through their actions. Primarily
the ideal realm contains the driving forces for cultural development!

References

1. Latour, B.: Science in Action: How to Follow Scientists and Engineers through Society.
Harvard University Press, Cambridge (1987)

2. Wiener, N.: Cybernetics or Control and Communication in the Animal and the Machine, 2nd
edn. MIT Press, Cambridge (1961)

3. Adriaans, P.: Information. The Stanford Encyclopedia of Philosophy 2012, 18 August 2020.
https://plato.stanford.edu/entries/information/. Accessed 12 Mar 2023

4. Harman, P.M.: Energy, Force, and Matter: The Conceptual Development of Nineteenth-
Century Physics. Cambridge University Press, Cambridge (1982)

5. Rauterberg, M.: About a framework for information and information processing of learn-
ing systems. In: Falkenberg, E.D., Hesse, W., Olivé, A. (eds.) Information System Con-
cepts. IAICT, pp. 54–69. Springer, Boston, MA (1995). https://doi.org/10.1007/978-0-387-
34870-4_7

6. Ahn, R., et al.: Interfacing with adaptive systems. Autom. Control Intell. Syst. 2(4), 53–61
(2014)

7. Rauterberg, M.: About non-living things and living systems as cultural determinants. In:
Rauterberg, M. (ed.) Culture and Computing - 10th international conference as part of 24th
HCI international conference, pp. 445–463. Springer, Cham (2022). https://doi.org/10.1007/
978-3-031-05434-1_30

8. Kahneman, D.: Maps of bounded rationality: a perspective on intuitive judgment and choice.
In: Frangsmyr, T. (ed.) Les Prix Nobel: The Nobel Prizes 2002, pp. 449–489. Nobel
Foundation, Stockholm (2003)

9. Wang, X., Rauterberg, M.: Time travel in our mind based on system 2. In: Atmanspacher, H.,
Hameroff, S. (eds.) Book ofAbstracts of the 13thConference of the Science ofConsciousness,
pp. 130–131. Collegium Helveticum Zurich, Zurich (2019)

10. Alden, T.: The essential René Magritte. The Wonderland Press, New York (1999)
11. Wuppuluri, S., Doria, F.A. (eds.): The Map and the Territory. TFC, Springer, Cham (2018).

https://doi.org/10.1007/978-3-319-72478-2
12. Maxwell, G.: The ontological status of theoretical entities. In: Feigl, H., Maxwell, G. (eds.)

Minnesota Studies in the Philosophy of Science-Scientific Explanations, Space, and Time,
pp. 3–27. University of Minnesota Press, Minneapolis (1962)

13. Zins, C.: Conceptual approaches for defining data, information, and knowledge. J. Am. Soc.
Inform. Sci. Technol. 58(4), 479–493 (2007)

14. Adriano, E.A.Q.: The natural person, legal entity or juridical person and juridical personality.
Penn State J. Law Int. Affairs 4(1), 363–391 (2015)

15. Saariluoma, P.: Apperception, content-based psychology and design. In: Lindemann, U.
(ed.) Human Behaviour in Design: Individuals, Teams, Tools, pp. 72–78. Springer, Berlin,
Heidelberg, New York (2003)

https://plato.stanford.edu/entries/information/
https://doi.org/10.1007/978-0-387-34870-4_7
https://doi.org/10.1007/978-3-031-05434-1_30
https://doi.org/10.1007/978-3-319-72478-2


516 M. Rauterberg and P. Saariluoma

16. Ogden, C.K., Richards, I.A.: TheMeaning ofMeaning: A Study of the Influence of Language
upon Thought and of the Science of Symbolism, 8th edn. Harcourt Brace &World, NewYork
(1946)

17. Burgin, M.: Theory of Information: Fundamentality, Diversity, and Unification. World Sci-
entific Series in Information Studies. Burgin, M. (ed). World Scientific Publishing, Singapore
(2010)

18. Thellefsen, M.M., Thellefsen, T., Sørensen, B.: Information as signs: a semiotic analysis
of the information concept, determining its ontological and epistemological foundations. J.
Documentation 74(2), 372–382 (2018)

19. Saariluoma, P., et al.: Cognitive mimetics: main ideas. In: Arabnia, H.R. et al., (eds.) Pro-
ceedings of the 20th International Conference onArtificial Intelligence, pp. 202–206. CSREA
Press, Las Vegas (2018)

20. Harnad, S.: The symbol grounding problem. Physica D 42(1–3), 335–346 (1990)
21. Neuwirth, K., Frederick, E.: Extending the framework of third-, first-, and second-person

effects. Mass Commun. Soc. 5(2), 113–140 (2002)
22. Rauterberg, M.: Reality determination through action. In: Ishida, T., Tosa, N., Hachimura,

K. (eds.) Proceedings of IEEE International Conference on Culture and Computing - C&C,
pp. 24–28. IEEE, Piscataway (2017)

23. Hennig, B., Rauterberg, M.: The significance of Aristotle’s four causes for design. Des. Issues
38(4), 35–43 (2022)

24. Bunge,M.: TheMind-BodyProblem:APsychobiologicalApproach. PergamonPress,Oxford
(1980)

25. Stoerig, P.: Leib und Psyche: Eine interdisziplinäre Erörterung des psychophysischen
Problems. Wilhelm Fink, München (1985)

26. Popper, K.R., Eccles, J.C.: The Self and Its Brain-An Argument of Interactionism. Springer,
Berlin (1985)

27. Saariluoma, P.: Foundational Analysis: Presuppositions in Experimental Psychology, 2nd
edn. Routledge, New York (2016)

28. Salomon, G., Perkins, D.N., Globerson, T.: Partners in cognition: extending human intelli-
gence with intelligent technologies. Educ. Res. 20(3), 2–9 (1991)

29. Cotton, D.R., Cotton, P.A., Shipway, J. R.: Chatting and cheating. ensuring academic integrity
in the era of ChatGPT, pp. 1–11. EdArXiv 2023(Preprints)

30. Brown, T., et al.: Language models are few-shot learners. In: Larochelle, H., et al. (eds.)
Advances in Neural Information Processing Systems - NeurIPS 2020, pp. 1877–1901.
NeurIPS, San Diego (2020)

31. Verbeek, P.-P.: What Things Do: Philosophical Reflections on Technology, Agency, and
Design. Pennsylvania State University Press, University Park (2005)

32. Wiener, N.: Cybernetics. Sci. Am. 179(5), 14–18 (1948)
33. Derry, T.K., Williams, T.I.: A Short History of Technology from the Earliest Times to AD

1900, 1993rd edn. Dover, New York (1960)
34. Davies, P., Gregersen, N.H.: Introduction: does information matter? In: Davies, P., Gregersen,

N.H. (eds.) Information and the Nature of Reality: From Physics to Metaphysics, pp. 1–9.
Cambridge University Press, Cambridge, New York (2010)

35. Adriaans, P., VanBenthem, J.: Philosophy of information. In: Gabbay, D., Thagard, P.,Woods.
J. (eds.)Handbookof the Philosophy of Science,NorthHolland,Amsterdam,Boston, London,
New York (2008)

36. Shannon, C.E.: A mathematical theory of communication. Bell Syst. Tech. J. 27(3), 379–423
(1948)

37. Broadbent, D.: Perception and Communication. Pergamon Press, London (1958)
38. Miller, G.A.: The magical number seven, plus or minus two: some limits on our capacity for

processing information. Psychol. Rev. 63(2), 81–97 (1956)



What are the Drivers in Cultural Development 517

39. Saariluoma, P.: Chess and content-oriented psychology of thinking. Psicológica 22(1), 143–
164 (2001)

40. Floridi, L.: Semantic information. In: Floridi, L. (ed.) TheRoutledgeHandbook of Philosophy
of Information, Routledge, London, New York, pp. 44–49 (2016)

41. Fodor, J.A.: A Theory of Content and Other Essays. MIT Press, Cambridge (1990)
42. Myllylä,M.T. and P. Saariluoma, Expertise and becoming conscious of something. New Ideas

Psychol. 64, 1–9 (2022). (article 100916)
43. Newell, A.: Unified Theories of Cognition. Harvard University Press, Cambridge (1994)
44. Newell, A., Simon, H.A.: Human Problem Solving. Prentice Hall, Englewood Cliffs (1972)
45. Floridi, L.: The Philosophy of Information. OxfordOxfordUniversity Press, NewYork (2011)
46. Pawłowski, M., et al.: Information causality as a physical principle. Nature 461(7267), 1101–

1104 (2009)
47. Treisman, A.: The perception of features and objects. In: Wright, R.D. (ed.) Visual Attention,

pp. 26–54. Oxford University Press, New York, Oxford (1998)
48. Everett, D.L.: Dark Matter of the Mind: The Culturally Articulated Unconscious. University

of Chicago Press, Chicago (2016)
49. Neisser, U.: Cognition and Reality. W.H. Freeman, San Francisco (1976)
50. Vogt, P.: The physical symbol grounding problem. Cogn. Syst. Res. 3(3), 429–457 (2002)
51. McPhee, P.: The French Revolution 1789–1799. Oxford University Press, Oxford (2002)
52. Winston, R. (ed.): Science Year by Year: The Ultimate Visual Guide to the Discoveries that

Changed the World. Dorling Kindersley, London (2013)
53. Sun, R.: Symbol grounding: a new look at an old idea. Philos. Psychol. 13(2), 149–172 (2000)
54. Olier, J.S., et al.: Re-framing the characteristics of concepts and their relation to learning and

cognition in artificial agents. Cogn. Syst. Res. 44(1), 50–68 (2017)



Constantine Stephanidis
Margherita Antona
Stavroula Ntoa
Gavriel Salvendy (Eds.)

25th International Conference 
on Human-Computer Interaction, HCII 2023
Copenhagen, Denmark, July 23–28, 2023 
Proceedings, Part III

HCI International 2023 
Posters

Communications in Computer and Information Science 1834



Constantine Stephanidis · Margherita Antona ·
Stavroula Ntoa · Gavriel Salvendy
Editors

HCI International 2023
Posters
25th International Conference
on Human-Computer Interaction, HCII 2023
Copenhagen, Denmark, July 23–28, 2023
Proceedings, Part III



Editors
Constantine Stephanidis
University of Crete and Foundation for
Research and Technology - Hellas (FORTH)
Heraklion, Crete, Greece

Stavroula Ntoa
Foundation for Research and Technology -
Hellas (FORTH)
Heraklion, Crete, Greece

Margherita Antona
Foundation for Research and Technology -
Hellas (FORTH)
Heraklion, Crete, Greece

Gavriel Salvendy
University of Central Florida
Orlando, FL, USA

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-3-031-35997-2 ISBN 978-3-031-35998-9 (eBook)
https://doi.org/10.1007/978-3-031-35998-9

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2023

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-031-35998-9

